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Introducere

Fie ca esti o femeie din politica sau din lumea afacerilor, fie ca esti
influencerita, profesoara, doctorita, studenta sau activezi intr-un
anumit domeniu, ti se poate intampla sa devii tinta unor atacuri
bazate pe materiale foto, video sau audio create cu ajutorul in-
strumentelor de inteligenta artificiala.

Deepfake — asa se numeste fotografia, videoclipul sau Tnregistra-
rea audio in care au fost folosite informatii despre tine (imaginea
si/sau vocea ta), dar care nu te reprezinta. Cu alte cuvinte, tu nu
ai fost acolo si nu ai facut sau spus lucrurile prezentate Tn acel
material.

Folosirea continuturilor generate cu scopul de a
manipula, santaja, ameninta sau compromite
reputatia unei persoane este
VIOLENTA DIGITALA!

Da, nu este responsabilitatea ta sa demonstrezi cuiva, vreodata, ca
0 poza sau un video cu tine este, de fapt, un deepfake. Cu toate
acestea, este important sa cunosti cum sa-ti protejezi imaginea in
cazul in care un deepfake care te vizeaza circula in spatiul public
online.

Fii INFORMATA si PREGATITA si faci diferenta dintre un continut
real si unul generat cu ajutorul inteligentei artificiale.

Mai jos sunt cateva aspecte care pot aduce claritate in cazul unui
deepfake creat cu scopul de a induce oamenii in eroare:

Imagini foto

Proportii gresite ale corpului;

Numdar mai mare sau mai mic de degete;
Detalii sterse sau blurate;
Neconcordante ale fundalului;

Aspecte ireale sau excesiv idealizate.
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Imagini video

v’ Privire in gol;

v’ Miscdri rigide;

v Mimicd nefireascd;

v' Culoarea tenului pielii fard imperfectiuni;

v’ Detalii neclare in jurul ochilor, nasului, gurii;

v’ Senzatia de imagini suprapuse in momentul cdnd anumite
elemente devin blurate la miscarea mdinilor, gurii, etc.

v Umbre sau iluminare ce nu par naturale sau nu ar trebui sd
fie prezente.

Sunet

v’ Calitatea sunetului diferd, chiar dacd este vorba despre un
singur context; pot apdrea variatii bruste.

v Se poate observa ca, pe parcursul videoclipului sau pe
alocuri, miscarea buzelor nu se sincronizeazd cu cuvintele
rostite.

v’ Vocea nu pare fireascd sau nu se potriveste persoanei din
inregistrare ori are o tonalitate diferitd de cea sugeratd de
contextul cuvintelor.

in continuare, iti prezentam trei adevaruri despre
deepfake-uri si siguranta ta in spatiul digital.

Chiar daca, in prezent, este posibil sa identifici cu

1 . ochiul liber, cu putina atentie, un continut generat, in-
teligenta artificiala evolueaza atat de rapid incat, in
scurt timp, micile detalii care fac diferenta ar putea sa
nu mai existe.

Atunci cGnd postezi sau distribui un continut cu tine,
evitad sa folosesti varianta cu cea mai inalta calitate.
In acest fel, cresc sansele ca materialul sa nu fie

utilizat pentru generarea de continuturi care sa re-
producd imaginea, comportamentul sau vocea ta.
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Deepfake-urile nu sunt folosite doar in scopul mani-

2_ pularii opiniei publice, de exemplu in cazul unei femei
care detine o functie Tnalta. Acestea pot fi utilizate
foarte usor si pentru a manipula sau intimida o femeie
fara o pozitie publica importanta, care a fost intr-o
relatie abuziva, atunci cand fostul partener decide sa
se ,razbune” intr-un anumit mod.

Pastreazd o evidentd a continuturilor care te vizeazd

si care se afla pe dispozitivele altor persoane, chiar
daca acestea iti sunt, la moment, foarte apropiate.
Negociazd sau solicitd eliminarea acestora in timpul
relatiei sau la finalul ei, daca existd posibilitatea de
comunicare cu persoana respectiva.

Exista o sumedenie de instrumente si aplicatii accesi-
3_ bile utilizatorilor obisnuiti (fara abilitati tehnice deose-
bite) care pot fi utilizate pentru a genera continuturi ce
reproduc realitatea. Tehnologia lucreaza in locul
omului, avand nevoie doar de date despre tine. Cu cat
pot fi preluate mai multe informatii din imaginile foto
si video, cu atat deepfake-ul va fi mai apropiat de com-

portamentul si imaginea ta reala.

Verificd ce continuturi care te vizeazd sunt disponi-
bile in mediul online si analizeaza contextele in care

esti prezentata. Limiteaza accesul la aceste continu-

turi prin stergerea lor sau prin setarea unui acces
restrictionat pe retelele sociale si pe alte platforme.
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Ce nu trebuie sa faci

AN

in cazul in care un continut generat este folosit pentru
A TE SPERIA, A TE MANIPULA, A TE SANTAJA, A TE AMENINTA
si IMPUNE SA FACI LUCRURI CU CARE NU ESTI DE ACORD:

Nu trebuie sa stergi dovezile!

Mesaje, poze, video, comentarii, tot ce demonstreaza existenta
sau raspandirea acestui deepfake trebuie documentat si salvat
prin capturi de ecran sau inregistrari.

Nu trebuie sa indeplinesti conditiile
impuse de persoana agresoare!

Agresorii, de regula, nu isi opresc actiunile si nu respecta promisi-
unile de a se opri Tn momentul in care i-au fost indeplinite
conditiile. De asemenea, acestia nu vor sterge continuturile care
te vizeaza sau pe cele generate care iti reproduc imaginea. Ten-
dinta lor este de a folosi aceste materiale ca instrumente de a
dauna ori de cate ori vor avea interes. Prin urmare, este important
sa le spui un NU ferm si sa analizezi pasii urmatori pentru pro-
tectia ta, atat in mediul online, cat si offline.

Nu trebuie sa ai dubii ca vor exista
persoane gata sa te ajute!

Atunci cand este vorba despre siguranta ta, teama de ceea ce vor
crede ceilalti nu face decat sa dauneze. Mergi cu incredere catre
0 persoana care te va asculta cu rabdare. Discutati impreuna care
vor fi urmatorii pasi si cere-i sustinere pentru a raporta cele
intamplate catre persoanele sau serviciile responsabile.

Nu trebuie sa-ti schimbi radical
comportamentul online!

Tu ai dreptul sa fii prezenta online! Tu ai dreptul sa iti promovezi
serviciile Tn mediul online. Tu ai dreptul sa distribui, sa postezi sau
sa impartasesti aspecte din viata ta.

Agresorii care au generat si/sau au distribuit continuturi cu tine
fara acordul tau nu trebuie sa devina cauza limitarii prezentei tale
online. Daca fiti doresti cu adevarat, continua sa fii prezenta
online, insa fa acest lucru in siguranta.
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Analizeaza eventualele riscuri: furt de identitate, hdrtuire,
manipulare, escrocherie, preluarea controlului asupra pro-
priilor conturi, etc.

Seteaza parametri de confidentialitate! Limiteazd accesul
persoanelor dubioase la informatiile tale! Sterge, re-
strictioneazd sau blocheazd conturi care iti insufla neincre-
dere sau te deranjeazad!

Raporteaza conturile false, conturile care au preluat alte
identitati, continuturile care promoveazd violenta sau dis-
criminarea, care incitd la urd sau comportamentele
ddundtoare — adicd acele conturi care incalca standardele
comunitatilor online.

Raporteaza imaginile care contin abuz sexual asupra copilu-
lui pe siguronline.md.

Raporteaza distribuirea 7ard acord a imaginilor intime a
persoanelor 18+ pe StopNCll.org. Citeste aici mai multe
despre cum poti preveni raspdndirea imaginilor tale cu ca-
racter intim, precum si distribuirea acestora fard con-
simtdmant.

CONTACTEAZA-NE!

€, 08008 8008 - Telefonul de incredere
pentru Femei si Fete

¥4 trustline@lastrada.md

® www.eviolenta.md (Live chat)

-eviolenta...
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Acest material a fost elaborat de Centrul International
»La Strada” si Fondul Natiunilor Unite pentru Populatie
(UNFPA Moldova), cu sprijinul financiar al Regatului Unit al
Marii Britanii.
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